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*Source: https://blogs.gartner.com/andrew-lerner/2014/07/16/the-cost-of-downtime/

What’s the avg cost of downtime per minute?

5600$*



Depends on your business

● Revenue lost

● Productivity

● Data loss 

● Brand reputation

● Recovery costs



What’s our goal as SREs?

● Minimize downtime

● Handle incidents



How many of you are on-call right now?



To ACK the incident press “4”. 



What would you do?

● RTFM?

● Hope?

● Handle the incident!



How do you get your team ready for real 
incidents?



Gamedays

Staged incidents for engineers to solve.



Where to run those incidents?



Disaster Recovery

“Assume production is broken/deleted. 
Create a new environment, spin up your 
services, and recover the state from 
Sandbox”



Outcome

● Environments to break

● Improved Disaster Recovery Documentation

● Upskilled Engineers 

● Improved bootstrapping of the services. One step closer to tf apply



Incident Design

● Likelihood

● Learnings

● Set-up



Incident Examples

● Broken API Gateway

● Missing DB Indexes

● Scaling

● Secret/Config Mgmt

● DoS



Outcome

● Upskilled Engineers

● Improved Systems

● Improved Processes



Organization



Teams

● 6-7 engineers per team

● Mixed seniority

● Mixed domain knowledge

● ~1 IRT member in each team



Schedule

● 5-6 incidents for each team in a day

● 1h per incident

● 20’ buffer

● 1h lunch break

● 30’ intro explaining the whole process

● 30’ for wrap-up and feedback form









TL;DR

● What does an outage mean for your business?

● Identify the environment to run Gamedays and consider a DR scenario

● Design Incidents (likelihood, learnings, set-up)

● Split the teams

● Good luck, have fun

● Follow-up stories for improvements

● Feedback




