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Where do you host your workloads?
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Let’s simplify the cost peculiarity
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Data Transfer Charges
How much data crosses an infrastructure boundary

Dimensions of AWS Networking costs

$ / GB

$ / hr

$ / GB

More nuanced than others

Service Charges
How long is a networking service running for

Data Processing Charges
How much data is processed by a networking service



Data transfer – be wary of crossing the "boundaries"
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Region 1 
(Frankfurt)

Availability Zone

Region 2 
(Ireland)

Region (Frankfurt)

Availability Zone

Internet

$0.09 / GB

$0 / GB

$0.02 / GB $0 / GB

$0.01 / GB $0.01 / GB

Note: All costs are for eu-central-1 region (Frankfurt). Might vary for others

AWS(Region) -> Internet

Region 1 -> Region 2

AZ-1 -> AZ-2



Data processing + Service Cost (NAT Gateway + GWLB)
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Virtual private cloud (VPC)

Private subnet

Region (Frankfurt)

Availability Zone 1

Public subnet

Private subnet

Instance

NAT gateway

Gateway LB Endpoint

$0.052 / GB

$0.0035 / GB$0.012 / hr

$0.052 / hr
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…back to the customer case
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Which AWS regions are used?
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DTO - $0.12/GB
(33% costlier)

Singapore
DTO - $0.10/GB
(11% costlier)

Mumbai

DTO - $0.09/GB
Ireland

DTO - $0.09/GB
N. Virginia

DTO - $0.15/GB
(66% costlier)

Sao Paolo
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The AWS region(s) you choose to host your 
Workloads will influence your data transfer costs!Learning 1
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Dissecting data transfer costs
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Data Transfer Costs

Amazon AthenaAWS GlueAWS Cost &
Usage Report

Charge Type          Cost

SQL Queries
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Data transfer costs
(Intra-Region)
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Dissecting the “Intra-Region” costs

Cost        Product                 Charge Type  
                Code
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Peering costs money (with x-AZ/x-Region traffic)

Virtual private cloud (VPC)

Region (Frankfurt)

Instance

Peering 
connection

Instance

Virtual private cloud (VPC)

Instance

Instance

$ 0.0/GB

$ 0.01/GB

$ 0.01/GB

Availability 
Zone - I

Availability 
Zone - II
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VPC Peering Connections are free BUT 
cross-AZ AND cross-region data transfer charges still apply!Learning 2



VPC Peering Limitations
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Communication Pattern - VPC(s) to Kafka 
VPC – 
Application A

VPC – 
Application B

VPC – 
Application C

VPC –  Shared 
Service
(Apache MSK)

Amazon Managed 
Streaming for 
Apache Kafka

• No transitive routing

• Overlapping IP Address
not supported

• Scalability and Mgmt.
complexity

• Chances of NAU 
exhaustion
(Many AWS users miss this!)
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Overuse of VPC Peering Connections can introduce 
operational overheads and impact reliability!Learning 3
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Let’s look at Kafka internals!

Broker 1 Broker 2

Broker 3
(Topic Partition 

Leader)
Broker 4

Broker 5 Broker 6

Availability Zone -1

Availability Zone -2

Availability Zone -3

Producer

Replica
tio

n

Replication

Topic replication factor: 2
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Kafka topic replication with “zone awareness”

Broker 1 Broker 2

Broker 3
(Topic Partition 

Leader)
Broker 4

Broker 5 Broker 6

Producer

Replic
ati

on

Replication

Topic replication factor: 2 (with rack awareness)

Availability Zone -1

Availability Zone -2

Availability Zone -3
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“local fetch” to reduce cross-AZ transfers

Broker 1 Broker 2

Broker 3
(Topic Partition 

Leader)
Broker 4

Broker 5 Broker 6

Consumer

Re
pl

ica
tio

n

Replication

Topic replication factor: 3 (with rack awareness)

1

2

with rack-aware ‘local fetch’
Availability Zone -1

Availability Zone -2

Availability Zone -3

Replication
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Ensuring “zone-awareness” in workloads will 
reduce/eliminate data transfer costs

Note: AZ names like eu-central-1a can point to
different zone IDs (euc1-az1)across different 
AWS accounts)

Learning 4
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Data transfer costs
(Inter-Region)
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Dissecting the “Inter Region Outbound” costs

Cost              Product    Charge Type          Source        Destination 
                      Code
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Data Transfer Costs resulting from S3 replication and AWS Backup

Amazon S3

Cross-Region 
Replication

Amazon S3 
bucket

AWS Backup Amazon RDS 
instance

Region (Ireland)

Backup Plan

Region (Paris)

SnapshotSnapshot

Amazon 
S3 

bucket

12

12

$0.02/GB$0

$0 $0.02/GB

Terraform
Modules
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AWS service-initiated operations 
can also contribute to data transfer costs!Learning 5
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NAT Gateway costs
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Dissecting “NAT Gateway” pricing

Traffic Hair-pinning!

Charge Type        Total        Cost 
         Usage
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Why “Traffic Hair-pinning” is an anti-pattern!

Virtual private cloud (VPC)

Private subnet

Region (Frankfurt)

Availability Zone 1

Public subnet

Instance

NAT gateway

Private subnet

Availability Zone 1

Public subnet
$0.01 / GB

$0.052 / GB $0.052 / hr

Added Latency

Data Processing Costs 

Service charges for additional
components

Virtual private cloud (VPC)

Instance
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Using Public-IPs for Intra-region traffic is an anti-pattern.
Incurs an additional $0.01 - in each direction!Learning 6
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What destinations are NAT Gateways reaching out to?

Amazon Athena

(Destination Public IPs – top talkers)

(IP <> Domain mappings)

Flow logs
(2-3 hours)

Flow logs
(2-3 hours)

Flow logs
(2-3 hours)

Flow logs
(2-3 hours)



A lot of these domains made sense



But why Lambda!



~1/3rd of NAT G/w traffic were Lambda invocations!
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Accessing Lambda service endpoints via NAT Gateway

Virtual private cloud (VPC)

Private subnet

Region (Frankfurt)

Availability Zone 1

Public subnet

Instance

NAT gateway

$0.052 / GB $0.052 / hr

AWS Lambda

1 156,960 GB data transfer
from EC2-1 >> Lambda
$0.052/GB NAT Processing
= $8161

2 730 hours
$0.052/hr NAT Service Usage
= $38

Total = $8199

1 2
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Accessing Lambda service endpoints via PrivateLink

Virtual private cloud (VPC)

Private subnet

Region (Frankfurt)

Availability Zone 1

Public subnet

Instance

NAT gateway

$0.01 / GB

$0.012 / hr

AWS Lambda

1 156,960 GB data transfer
from EC2-1 >> Lambda
$0.01/GB PrivateLink Processing
= $1569

2 730 hours
$0.012/hr NAT Service Usage
= $8

Total = $1577 (81% savings)

1
2

PrivateLink
Endpoint
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Use PrivateLink for accessing AWS Service Endpoints!Learning 7
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Key takeaways



Learnings
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1. The AWS region(s) you choose to host your workloads can influence your data transfer costs

2. VPC Peering Connections are free BUT cross-AZ AND cross-region data transfer charges 
still apply

3. Avoid overuse of VPC Peering Connections can introduce operational overheads and 
impact reliability

4. Ensuring “zone-awareness” in workloads can reduce data transfer costs

5. AWS service-initiated operations can also contribute to data transfer costs

6. Public-IPs for Intra-region traffic is an anti-pattern. Incurs an additional $0.01 (both ways)

7. Always prefer using PrivateLink for accessing AWS Service Endpoints



AWS Data Transfer Dashboard
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Thank you!

Questions are welcome J
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